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Abstract  Understanding the dynamic lattice response of solids under the extreme conditions of 

pressure, temperature and strain rate is a scientific quest that spans nearly a century.  Critical to 

developing this understanding is the ability to probe and model the spatial and temporal evolution 

of the material microstructure and properties at the scale of the relevant physical phenomena—

nanometers to micrometers and picoseconds to nanoseconds. While experimental investigations 

over this range of spatial and temporal scales were unimaginable just a decade ago, new 

technologies and facilities currently under development and on the horizon have brought these 

goals within reach for the first time.  The equivalent advancements in simulation capabilities now 

mean that we can conduct simulations and experiments at overlapping temporal and spatial scales. 

In this article, we describe some of our studies which exploit existing and new generation 

ultrabright, ultrafast x-ray sources and large scale molecular dynamics simulations to investigate 

the real-time physical phenomena that control the dynamic response of shocked materials. 

Shock • Phase Transformations • Damage • Shock Diagnostic Tools • Molecular 

Dynamics Materials Simulation • Ultrafast phenomena 
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1 Introduction 

Materials dynamics, particularly the behavior of solids under extreme dynamic 

compression, is a topic of broad scientific and technological interest [Meyers 1994; Davidson 

2002].  It is well-established that the bulk material response is strongly dependent on the 

processing history and is affected by physical processes that encompass a wide range of temporal 

and spatial scales [Asay 1997].  In this work, we consider the lattice-level response of a solid to 

shock compression.   It is widely accepted that the material morphology and timescales of 

atomistic phenomena have a profound impact on bulk properties, such as plasticity, phase 

transformations, and damage [Preston 2002].  Yet, despite the acknowledged importance of these 

ultrafast microscopic processes, few studies have cast light on their nature or provided details of 

how they govern material response during the passage of the shock. 

Consider a notional crystalline solid, as illustrated in Fig. 1.1. In the case of a planar 

shock denoted here, the initial response is a compression of the crystal along lattice planes whose 

unit normals are partially aligned with the direction of shock propagation. This uniaxial response 

can remain elastic; that is, once the disturbance is removed, the lattice will relax back to its 

original configuration. However, under high-stress conditions and given sufficient time, the lattice 

will undergo an irreversible response.  The local nucleation and kinetics of defects and phases 

leads to plasticity, melting, resolidification, or solid-solid structural transformations. These 

atomistic changes can have dramatic and important consequences to most macroscopically 

observable behavior such as the material's thermodynamic state (pressure, temperature, density), 

strength, and failure. Little or no data exists concerning the nature of defect generation and 

mobility, phase nucleation and growth, and void formation under these highly dynamic stress 

conditions. 

Historically, two approaches have been employed to address this lack of data: sample 

recovery [Smith 1958] and in situ bulk property measurements.  The first approach emphasizes 

microstructural analysis but does not allow direct probing of the samples under dynamic loading.  

The examination of shock recovered specimens provides end-state information that can be useful 

in inferring dynamic behavior [Meyers 2003, Schneider 2004]. In the second approach, real-time 

measurements of the bulk response are recorded with fast diagnostics such as surface velocimetry 

(VISAR) and internal stress gauges [Duff 1957]. While such approaches have proven themselves 

to be valuable and are largely responsible for our current understanding, these continuum level 

methodologies are limited in the insight that they can provide about lattice level processes under 

dynamic conditions. As an illustration of this point, a phase transformation event and its kinetics 

are inferred from the change in slope of the VISAR wave profile in Fig. 1.1, effectively measuring 

a change in the compressibility of the material but providing no insight as to the atomic level 

details. 

It is clear that a fundamental understanding requires the direct probing and study of 

relevant, transient physical processes at their characteristic lattice length scales.  We are at a 

unique crossroad in materials science where theory, experiments, and simulations have progressed 
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to the point that such investigations at overlapping temporal and spatial scales are now possible.  

This manuscript describes some of our efforts enabled by new advances in the technology of 

ultrabright, pulsed x-ray sources and massively parallel computation.  We describe two classes of 

experimental approaches: laser-based, which offer seamless timing precision and proven shock 

loading capabilities, and accelerator-based, which possess unparalleled x-ray beam quality and 

brightness for diagnostics.  These approaches are complementary in their capacity to probe from 

the nano-to-macroscale in the spatial and picosecond-to-nanosecond in the temporal regimes.  We 

discuss our recent experiments and simulations, casting light on elastic-to-plastic relaxation and 

solid-solid phase transformations during the shock. We also introduce future areas of investigation 

of melt and damage phenomena under dynamic compression conditions.   

2 Approaches to In Situ Studies of Atomic Processes 

Under Dynamic Compression 

 It is now routine to subject macroscopic samples (~ 0.1 mm to 1 cm) to energy densities 

exceeding 1012 ergs/cm3 (~100 GPa pressures) using high-energy laser and multiple-stage gas 

guns. Experiments are currently being designed to investigate solids at pressures significantly 

exceeding 100 GPa at ultrafast timescales using next generation high energy density (HED) 

facilities, such as the National Ignition Facility (NIF at Lawrence Livermore National Laboratory) 

and the Linac Coherent Light Source (LCLS at Stanford University) [Cornacchia 2004, Remington 

2005].  In parallel, computational MD methodologies have now progressed to the point where the 

simulation of ~µm size samples out to ~100 ps is now possible using state-of-the-art computers 

[Bringa 2005].  Because of the extreme challenges in conducting experiments under HED 

conditions, insight into the atomistic response of the solid under shock conditions has been limited.   

We now briefly outline both the experimental and computational approaches used in this work to 

perform the real-time and in situ investigations of the dynamic material processes. 

 

2.1 X-ray techniques—Diffraction and Scattering 

 X-ray diffraction and scattering provide a non-perturbative probe into the lattice level 

response of the shocked solid [d’Almeida 2000, Kalantar 1999].  Diffraction in solids relies on the 

coherent scattering of x-rays from a periodic array of atoms to produce spectra that can be 

correlated with the atomic structure and described by Bragg's law.  X-ray scattering, on the other 

hand, is sensitive to the larger-scale density variations associated with void nucleation and growth.  

In principle, temporal resolution of shock loading can be obtained through two basic approaches: 

(a) gating or streaking the detector and/or (b) pulsing the x-ray probe. The first approach in 

principle could be implemented to as fast as 50 ps with a narrow field of view but has been 

demonstrated to ~50 ns resolutions in gas gun experiments [Johnson 1972, Rigg 1998] with 2 to 4 

ns resolution when streaked [Rigg 2003].  In contrast, current state-of-the-art, pulsed x-ray studies 
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are sub-nanosecond with the ability to use wide-angle detectors [Kalantar 2000, Wark 1989].  

Femtosecond resolution is on the horizon with the development of new accelerator-based sources.  

 Laser-Based Systems For X-ray Diffraction:  Current high-energy laser facilities have 

been shown to be excellent venues to generate both high pressure loading [Boustie 1996, Romain 

1986, Colvin 2003] and implement x-ray-based diagnostics [Ochi 2003].   Shock pressures 

between 10 and 1000 GPa are easily accessible through direct ablative drive.  Temporal variation 

of the drive can be tailored by either laser pulse shaping or target design, while spatial uniformity 

of the drive is ensured through the use of phase plates. Recently, quasi-isentropic drives capable of 

producing shockless loading have been demonstrated at pressures between 10 and 200 GPa 

[Edwards 2004, Lorenz 2005]. This shockless loading is expected to allow access to strain rates 

from as low as 106 sec-1 up to the shock regime > 1010 sec-1.  Laser sources can also thermally 

excite a wide range of x-ray source characteristics from inner core atomic transitions [Phillion 

1986].  Source fluence can exceed 1015 photons/pulse of isotropically illuminating x-rays, orders 

of magnitude larger than the ~109 photons required for single-pulse x-ray diffraction, with energies 

in the range of 500 eV to 22 keV [Park 2008].   

Multi-beam laser facilities provide exquisite control over timing between drive and 

diagnostic functions.  A typical experimental geometry, as illustrated in Fig. 2.1, offers a largely 

unobstructed experimental view for large-area x-ray detectors [Kalantar 2003, Swift 2001, Wark 

1989].  The sample is driven by a set of coordinated laser pulses that launch a shock into the 

sample at pressure P~IL
2/3, where IL is the laser intensity [Lindl 1995].  A separate set of beams are 

used to generate a thermal plasma via laser heating that serves as a point source of diagnostic x-

rays, termed a backlighter. To provide the time evolution measurements, these x-rays are delayed 

relative to the beams that drive the shock.  The backlighting beams are of ~1 ns duration and are 

short enough to effectively freeze some of the lattice dynamics of interest in each image.  The 

lattice compression shifts the angle at which the diffracted signal is observed, as shown in Fig. 2.1.  

This separation of signal in angle and space makes it possible to perform a measurement in which 

both the shocked and unshocked states of the crystal can be diagnosed simultaneously.  The 

detector for these measurements covers a large field of view, allowing for the collection of 

diffraction from multiple lattice planes. 

 Accelerator-Based Light Source For X-ray Scattering:  Synchrotrons have traditionally 

offered significant advantages for x-ray experiments including brightness, monochromaticity, 

coherence, collimation, and stability. Synchrotron radiation is pulsed, since the electrons in the 

storage ring are bunched, and thus can be used to generate ultrashort, ultrabright pulses of x-rays 

for time-resolved measurements. To optimize the timing and brightness for pump-probe 

experiments, the storage ring fill pattern can be adjusted to run in a hybrid mode which consists of 

a single isolated electron bunch separated in time from a train of bunches. Such fill patterns can 

change the timing between electron bunches to the order of microseconds and allow the use of 

gated cameras to time-resolve signals. We note that the time resolution is currently ~ 100 

picosecond (sub-nanosecond) but soon, with the development of fourth generation synchrotrons, is 

expected to be ~100 femtoseconds [Kim 2005]. 
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 Computation-Simulation:  Molecular dynamics (MD) simulations solve the equations of 

motion for a set of atoms mediated by interatomic potentials [Holian 1998].   Such interatomic 

potentials are generated by fitting to a data bank of electronic structure calculations for the 

energies and atomic forces of relevant crystal structures.  For our purposes, samples are prismatic 

with free surfaces parallel and periodic boundary conditions perpendicular to the shock direction. 

The first few surface layers on one of the free surfaces are taken to act as a piston and constrained 

to move at a constant or ramped velocity. At each time step, the stress and strain state, local phase 

and dislocation densities can be extracted. 

 Post-processing these simulations allows the calculation of the expected x-ray diffraction 

and scattering signals [Rosolankova 2005, Rosolankova 2006]. To simulate these observables, we 

perform a Fourier transform on the calculated atomic positions.  Since the positions of the atoms 

are given by arbitrary and not discretized x, y, and z coordinates, special techniques are required to 

take advantage of fast Fourier transform methods, which are not discussed here.  We calculate the 

Fourier transform using  

  

! 

I(
r 
k ) = e

"i(
r 
k #

r 
r 
n
)

n= 0

N"1

$
2

 

where rn is the position of the nth atom and N is the total number of atoms in a given test volume or 

crystal.  The solution to this equation for a lattice of atoms is a periodic distribution of intense 

scattering peaks in k-space.  The location of these resonances is given by   

! 

r 
k = h

r 
b 
1

+ k

r 
b 
2

+ l

r 
b 
3
 

where   

! 

r 
b 

n
 (n=1,2,3) are the reciprocal lattice vectors that define the crystallography and (h,k,l) are 

the standard Miller indices that describe the diffraction plane. 

Modeling simulated x-ray scattering in this fashion has three distinct and important 

advantages.  First, it provides a method for analyzing the vast amounts of output from an MD 

simulation.  The location and intensity of the spots can be used to determine atomic structure,  and 

more subtle features, like broadening and shifts, can give information about dislocation density 

through techniques applied to standard high resolution x-ray diffraction experiments.  Second, it 

allows for the optimization of future experiments by identifying specific physical phenomena and 

relevant experimental conditions to target for investigation.  Last, but potentially most important, it 

allows a direct comparison between experiment and simulation.  Good agreement provides higher 

confidence in the simulations yielding enhanced understanding of the measured lattice kinetics and 

generating improved potentials.  

3 Materials Response to Shock Loading 

3.1 Inelastic Response to Shock Loading (1D to 3D Transition) 

The initial response of a crystalline material to shock loading is uniaxial, elastic compression 

(1D), leading to a strong shear stress on the lattice. If the shock wave propagating through the 

lattice exceeds the Hugoniot elastic limit (HEL), this shear stress leads to nucleation of 

dislocations, allowing the lattice to plastically relax to a more quasi-hydrostatic compression (3D) 
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on some characteristic timescale. The rate of relaxation to hydrostatic conditions is controlled by 

the nucleation rates and mobility of dislocations, which in turn depend upon microstructural 

parameters such as grain boundaries, barriers, etc.  

Experimentally, this relaxation of the lattice behind a shock has been studied with time-

resolved diffraction for FCC metals.  As an example, such kinetics have been studied in single 

crystal copper shocked to 18 GPa. [Loveridge-Smith 2001].  The degree of lattice relaxation was 

determined through diffraction recorded from (200) planes both parallel and perpendicular to the 

shock loading direction. These samples were found to have approached a 3D state in less than 400 

ps after the passage of the shock front.  These observations in copper are broadly supported by 

results from our MD simulations [Bringa 2006], which are discussed next and show relaxation 

occurring over a period of less than 100 ps 

With the advent of large-scale MD simulations, we can now directly compare results 

from simulations to time-resolved in-situ x-ray diffraction experiments. The simulations used a ~1 

µm long single crystal copper comprised of up to 352 million atoms as the starting material with 

pre-existing dislocation sources in the form of prismatic dislocation loops.  Two large scale MD 

simulations were conducted, both with a peak piston velocity of Up=0.75 km s-1 (peak pressures of 

approximately 35 GPa) but with different loading profiles.  One simulation ramped the piston to 

the peak velocity over 50 ps while the other used an instantaneous “shock” loading.  The ramped 

velocity was aimed at forming a link to experiments, which have shown rise times ranging from 

several picoseconds to several nanoseconds. A snapshot of both simulations at 100 ps shows a 

large dislocation network in Fig. 3.1.1.  The 0 ps rise time shows only homogeneous nucleation 

(Fig. 3.1.1a), while the 50ps rise time exhibits three regions of dislocation activity (Fig. 3.1.1b). 

The total dislocation density (!d) versus depth is plotted for 100 ps in Fig. 3.1.1c. The 

zero rise-time case saturates at a steady-state value of 3x1013 cm-2. This value is very large 

compared with the density of pre-existing sources or the dislocation density typically found in 

shock recovered samples [Meyers 2003].  Interestingly, we observe that the final state and 

microstructure in the 0 ps rise time simulations appeared not to be affected by the initial defect 

concentration.  In contrast, for the ramped case, the pre-existing defects led to significant 

dislocation multiplication and partial stress relaxation throughout the simulated sample.  

A fully 3D relaxed state is ideally defined as having zero shear stress and hydrostatic 

compression. Fig. 3.1.2 shows that the shear stress behind the shock front markedly decreases over 

approximately 60 ps for both types of loadings with more than half of shear stress relieved within 

~10 ps after the shock passage. The shear stress evolves to an asymptotic value of 0.43 GPa for the 

zero rise-time simulation and 0.34 GPa for the ramped loading simulation and is comparable to 

that inferred from the in situ diffraction experiments on copper [Meyers 2003].   Using the MD 

simulation, we calculated the expected x-ray diffraction pattern.  We analyzed such patterns with 

tools used to quantify lattice changes in experimental data.  These results are summarized in Fig. 

3.1.3, which indicate significant lateral relaxation only at times much greater than 10 ps. Due to 

the significant stress relaxation that has occurred, the simulated X-ray diffraction shows nearly 

uniform 3D compression, i.e. 5% in each direction. These large scale simulations are the first to 

capture the scope of this lattice relaxation, as previous work was limited to timescales of  ~10 ps, 
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too short  to follow fully the evolution.  

On the basis of our simulations, we can anticipate two interesting implications for future 

experiments.  The first is that relaxation phenomena in copper can be observed only at the 

picosecond timescale, with little or no relaxation expected until after ~10 ps after shock passage. 

This suggests that we would need to experimentally probe with picosecond resolution, currently an 

experimental challenge.  The second is that the influence of pre-existing defects on the final 

microstructure should be negligible for strong shocks above the limit for homogeneous nucleation 

of dislocations.  This latter observation poses a testable prediction that can be addressed by 

appropriate selection of drive conditions and engineering of the initial microstructure of samples. 

While copper is an example of an FCC material that shows ultrafast plastic relaxation, 

iron is a BCC material that exhibits notably longer timescale kinetics for plasticity and appears to 

be sensitive to the starting microstructure. Iron MD simulations performed by Kadau et al. [Kadau 

2002] generated a shock by using the momentum mirror method [Holian 1998] and relied on 

periodic boundary conditions in the lateral directions (x and y).  The duration of each simulation 

was 10 ps, the time taken for the shock to transit the 80 nm simulated single crystal. This work 

predicted the "#$ transition under shock compression at a pressure of just over 15 GPa, reasonably 

consistent with gas gun experiments [Boettger 1997]. 

Using these MD simulations, we calculated the expected x-ray diffraction pattern for 

single crystal iron.  As evident from Fig. 3.1.4, there was no lattice relaxation observed below the 

transition on the timescale of the simulations.  The generation and motion of dislocations 

associated with plastic flow would have resulted in both a reduction in the mean lattice parameter 

perpendicular to the shock propagation direction and an expansion of the reciprocal lattice, which 

were not observed.   

For highly pure, melt-grown single crystals, the experimental results are consistent with 

the simulation, namely that no lattice relaxation is observed before the onset of the phase transition 

(data shown later in Fig. 3.2.5). For data at 12 GPa just below the transition, the diffraction lines 

associated with the (002), (112), and   

! 

(11 2)  indicate a compression along the shock direction of 

5.2% based on the change in diffraction of the (002) plane.  The lateral deformation, in contrast, 

can be estimated at 0.0%+/- 0.6% based on the (112) and   

! 

(11 2)  planes.  A similar analysis of data 

recorded at 13 GPa shows compression in the shock direction of 5.8% +/- 0.3% with the lateral 

compression estimated to be 0.0% +/- 0.6% based on the same diffraction planes [Hawreliak 

2006].  Within the uncertainty of the measurement, the experiments demonstrate only uniaxial, 

elastic compression before the phase transition, which agrees well with the MD simulations.  We 

note two key points and differences: first that the experimental observations are made on a 

timescale that are approximately a nanosecond or two orders of magnitude longer than that of the 

simulation, and second, that the measured pressure far exceeds the accepted HEL. 

This nanosecond elastic response of iron all the way up to the transition pressure of 12 

GPa contrasts with the plastic behavior inferred from continuum wave profiles of shocked iron at 

the microsecond timescales [Bancroft 1956, Kozlov 2005].  In continuum experiments, a three-

wave structure is often observed—the first being associated with the HEL, the second with an 

elastic-plastic transition, and the final with the phase transition itself.  While further work is 
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needed to understand the elastic behavior in iron vis-à-vis the plastic response at different 

timescales, we can outline two important conclusions from the existing work that begin to address 

this complicated scientific area.   

First, we note that the laser experiments are at a time scale intermediate between the 

picosecond MD simulations and microsecond shock-wave experiments.  Because we see no plastic 

response in high-quality single crystals, it is evident that our laser-based results are serving as an 

valuable window into the nucleation and mobility of defects under shock, as both these processes 

play key roles in sample relaxation.  We conclude that the combined kinetics of these phenomena 

appear to be longer than ~1 ns. 

Second, our results also indicate that the elastic/plastic response in iron appears to be 

significantly affected by the initial microstructure of the sample itself.  Most previous work on iron 

has focused on polycrystalline samples, while the diffraction experiments described here utilized 

single crystals. En route to systematically identifying the effect of microstructure, we have studied 

two kinds of single-crystal iron samples in this work, thick samples (~400 of µm) grown from a 

melt process and thin samples (~10 µm) vapor deposited onto a single crystal substrate.  Perhaps 

surprisingly, the diffraction patterns from the vapor deposited samples exhibited lattice relaxation 

at a timescale faster than the ~1 ns probe.  At 11 GPa, the vapor deposited samples show a 

compression of 3.8% +/- 0.2% of the (002) plane along the shock direction a 2.8% +/- 0.6% 

compression of (112),   

! 

(1 1 2) , (110) and (020) planes in the lateral direction, exhibiting a degree 

of plastic deformation [Hawreliak 2006].  We speculate that the difference between the elastic 

response for melt grown and plastic behavior for vapor deposited crystals is due to the lower 

crystalline quality of the latter samples.   

Results such as outlined here are only now beginning to provide some insight into the 

atomistic processes that control the evolution of the shocked solid.  It is clear that substantial work 

remains in order to understand the complicated and interrelated effects of the initial state of the 

crystals, the temporal and spatial drive characteristics, strain rate, temperature, sample size, and 

other parameters on the dynamic plastic response of the shocked solid. 

3.2 Phase Transformations 

Few properties of the ordered solid are as fundamental and important as its 

crystallographic structure.  The ramifications of the crystal phase are multifold, fundamentally 

affecting thermodynamic behavior, electronic structure, shock response, strength, and many other 

properties. Under shock compression, solids generally exhibit a rich gamut of solid-to-solid phase 

transformations, some of which are metastable and, due to the uniaxial and ultrafast nature of the 

compression, may differ from those under longer timescale and more hydrostatic conditions. 

Carbon, for example, demonstrates a wide range of structural states along the Hugoniot, including 

cubic, hexagonal, nanocrystalline, and amorphous diamond [Bundy 1996, Yamada 2000].  

Melting, or solid-to-fluid transformations can also occur under sufficiently strong shocks.  

 Shock-induced phase transitions represent a fruitful scientific research area where 

material kinetics can play a key role. One of the most well known and widely studied of these 

shock-induced transformations is the "#$ transition in iron, where the BCC " transforms to 
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hexagonal close-packed (HCP) $ structure.  This transition was initially discovered in shock 

compression work done by Bancroft [Bancroft 1956].  These researchers associated the splitting of 

velocity waves with the elastic-plastic response and the subsequent transformation of iron to a 

different phase. Analysis of the wave profiles implied that the onset of the phase transition 

occurred at a pressure of 13 GPa.  At that time, the crystallographic structure of this identified 

phase in iron was unknown. Subsequent static high-pressure x-ray diffraction measurements of 

iron showed a transformation at about 13 GPa from the BCC to the HCP structure [Mao 1967], 

which has been assumed to be the same transition as in shock experiments due to the coincidence 

in pressure.  Recently, iron was the first metal studied with dynamic x-ray diffraction techniques to 

establish the high pressure phase in-situ [Kalantar 2005, Hawreliak 2006].  Some of this work is 

outlined here. 

Phase Transition Pathways:  We now discuss two candidate transformation pathways 

from the high pressure BCC to HCP phase in iron.  These phases have certain transformation 

relations that were first pointed out by Burgers [Burgers 1934].  Specifically, the (0002)HCP basal 

planes in $ phase HCP structure correspond to what were (110)BCC planes in the low pressure BCC 

phase.  Similarly we find the [2110]HCP axis is aligned with the original [001]BCC axis, [0002]HCP 

with [110]BCC and (2110)HCP with (002)BCC. The exact alignment of these orientations relative to 

the initial crystal depends on the detailed pathways of the transition. Figures 3.2.1 and 3.2.2 give a 

description of the two pathway mechanisms being compared in this discussion [Wang 1998].  One 

mechanism consists of a compression and shuffle that yields alignment between the low pressure 

BCC and high pressure HCP planes.  Described in detail in Fig. 3.2.1, this mechanisms involves a 

compression along the [001] direction accompanied by an expansion in [110] to generate a 

hexagon, followed by a shuffle to cause the period doubling for the HCP structure.  The other 

possible mechanism involves a shear and shuffle that introduces a rotation between the 

corresponding lattice planes, described in Fig. 3.2.2 as a shear and slip mechanism that generates a 

hexagon with a rotation relative to the corresponding BCC planes. 

Phase Transition under Uniaxial Shock Compression Along [001]BCC : In the case of 

uniaxial shock compression along a particular crystallographic direction, the atomic 

rearrangements required to reach a HCP structure may be influenced by the anisotropies induced 

by uniaxial compression.  In the case of the compressive mechanism illustrated in Fig. 3.2.1, there 

is no expected change in the transformation pathway as the compression can continue along the 

uniaxial direction to peak compression without requiring any change in the lateral direction.  In 

contrast, there is marked change to the slip/shear mechanism in Fig. 3.2.2, as the initial uniaxial 

compression will change the needed rotation to get from the BCC to HCP state during the initial 

shear.  The amount of rotation is shown in Figure 3.2.2b.  Static diamond anvil cell experiments 

using extended x-ray absorption fine structure measurements have indicated a 5o rotation is needed 

[Wang 1998].  Due to the cubic symmetry of the BCC lattice and the cylindrical symmetry 

imposed by the uniaxial compression of the shock, both transition mechanisms have degenerate 

crystallographic directions for the end state. There are four degenerate pathways leading to two 

distinguishable states for the compressive mechanism, whereas the slip shear mechanism has 4 

degenerate states that are all distinguishable. 
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Calculated Observables for the !"# Phase Transition:  We now discuss predictions 

from the simulations that can be directly compared to experimental observations, specifically 

crystal rotations and volume changes.   

Postprocessing of iron MD simulations performed by Kadau et al. [Kadau 2002], as 

shown in Figs. 3.1.4 and 3.2.3, yields calculated reciprocal lattice space corresponding to the 

uniaxially compressed BCC lattice.  We observe that the BCC lattice reaches a maximum uniaxial 

compression of 7.0 ± 0.5% for all of the simulations.  In contrast, the (002)BCC HCP peak varies in 

our simulations from  11.5 to 17.4±0.5% compression upon transition to the HCP phase.  These 

compressions, deduced from the shift of the spots in reciprocal space, agree with the direct density 

measurements from the simulations obtained trivially by counting the number of atoms per unit 

volume. 

The simulations predict a compression wave of ~7% propagating through the BCC crystal 

before the transformation to an HCP-like structure.  For the compressive mechanism, no rotation 

of the crystal lattice would be expected even with uniaxial compression.  For the slip/shear 

mechanism, in contrast, we would expect the rotation of the lattice to decrease from 5% to 3.5%, 

in order to form perfect hexagons following uniaxial compression. A rotation in real space is 

manifested in reciprocal space as a rotation in the pattern of peaks. In Fig. 3.2.4, we show an 

expanded view of the simulated 
  

! 

21 1 0[ ] HCP/(002)BCC spot in reciprocal space. Also shown on the 

plot are dashed lines oriented 2° and 5° relative to the [001]BCC axis.  With two possible directions 

that the rotation can occur, we would expect to see the HCP feature composed of two spots, each 

slightly shifted off the axis.  However, the spot is a single diffuse spot (of order 1° FWHM) 

centered along the [001]BCC axis.  We conclude from the simulations that the "#$ transition is 

predicted to occur by the compressive mechanism. 

In Situ, Real-Time Diffraction Measurements During the Shock:  The experiments 

described here were performed using the OMEGA [Boehly 1995], Janus, and Vulcan [Danson 

1993]  lasers.  Melt-grown single-crystal iron samples with a purity of 99.94% were polished to a 

thickness of ~250 µm with the surfaces aligned along the [001] direction.   These samples were 

shock loaded by direct laser irradiation at 1010 to 1012 W/cm2 using 2 to 6 ns constant intensity 

laser pulses with a laser focal spot size of 2 to 3 mm in diameter and probed with 1.85 angstrom 

iron K-shell x-rays.  Due to absorption in these thick samples, x-rays were diffracted from the 

shocked-side of the iron crystal in reflection geometry—which we refer to as the Bragg geometry. 

Experiments were also conducted using 10 µm thick single-crystal samples of iron.  For these 

thinner samples it was also possible to perform diffraction in transmission geometry, which we 

refer to as Laue geometry.  Due to the divergence of the x-rays and the large angle which the 

crystal subtends to the X-ray source, the X-rays are simultaneously collected from many different 

lattice planes in the crystal.  Two wide angle multiple film packs covering a total of nearly 2% 

steradians recorded the diffracted signal in both the Bragg and Laue geometries.  

A typical diffraction pattern below the "#$ transition is shown in Fig. 3.2.5a from both 

the shocked and unshocked BCC lattice at a pressure of 5.4 GPa.  In contrast, Fig. 3.2.5b shows 

data for a pressure of 26 GPa above the "#$ transition.  In this latter case, we note that the 

(002)BCC plane splits into three components—the first corresponding to diffraction from unshocked 
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BCC, the second to shock-compressed BCC, and the third to a further degree of compression 

which we have attributed to the HCP phase, as discussed next. 

 The Transformation Mechanism: The experimental data analysis supports the 

conclusion that the high pressure $ phase is HCP and that it is polycrystalline with two 

preferentially ordered variants highly aligned relative to the original crystal.  Out of the list of 

possible transformation mechanisms from the BCC to HCP structure that are consistent with static 

experiments [Wang 1998], only the two candidate pathways discussed previously are reasonably 

consistent with the number of observed variants and rotation of the lattice.   We now contrast these 

two pathways. 

Due to the degeneracy of the shift along the (110)BCC family of planes, there are 4 variants 

of the rotation of the 
  

! 

21 1 0[ ]  plane.  The experimental Laue diffraction has shown that the 

transformed HCP crystal is polycrystalline suggesting that, if the slip/shear mechanism is 

responsible for the transition, then all four rotations would have occurred. We compare the data 

with an overlay of the 4 rotations assuming a single compression.   As discussed earlier, a rotation 

of 3.5° would still be required by the slip/shear mechanism to form a hexagonal structure when the 

BCC crystal is uniaxially compressed by ~7%. Figure 3.2.6 shows line outs from the data with 

overlays of calculated lineshape, assuming all four degenerate lattice rotations exist. The arrows 

denote the center position of the diffraction lines.  The simulated line outs are broadened and 

scaled to obtain a best fit with the data.  It is apparent that a rotation larger then 2° would not be 

consistent with our data.   This small rotation appears to rule out the slip/shear mechanism, even 

taking into account an imperfect hexagonal structure upon transformation.  Thus we conclude that 

the experimentally measured pathway is consistent with only the compressive mechanism of those 

listed by Wang et al. and as predicted by the MD simulations.   

These results represent one of the first detailed studies of the atomistic dynamics of a 

shock-induced transformation.  We have been able to clearly identify the high-pressure 

crystallographic structures as well as the probable transformation pathways for atomistic motion.  

For the first time, we have demonstrated the existence of variants in the high-pressure phase, vital 

information predicted in MD simulations but that had not been previously observed in recovery 

experiments.  In future work, we will strive to study transformation timescales through combined 

simulation and experiments. 

4 Future Work  

4.1 Dynamic melt: simulation and experiment 

The kinetics of dynamically driven phase transitions, specifically melt, has been an 

important topic of experimental and theoretical investigation for several decades. Few empirical 

models have attempted to explain the processes occurring at the atomic level in materials shock 

driven to a Hugoniot state beyond the solid-liquid phase boundary [Ross 1969, Jin 2001]. Kinetics 

models based on a simple picture of nucleation and growth, such as the Johnson-Mehl-Avrami-

Kolmogorov (JMAK) [Avrami 1939] model, have been employed to describe a variety of 
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materials, but determination of the rate with which the melt phase grows is based on assumptions 

regarding the homogeneous or heterogeneous nature of the nucleation rate. As such, there could be 

a significant difference between materials of polycrystalline or single crystal structure. In the 

former, the grain boundaries may play the primary role in the kinetics of the melt transition, 

whereas in the latter, dislocations and crystal orientation may be the determining factor of the 

transition kinetics. Lastly, the loading history of the sample under investigation, namely the shock 

pressure duration and amplitude, is critical for the transition kinetics and final microstructure.  

Combining results of dynamic compression experiments with large scale MD simulations 

is beginning to provide knowledge on the non-equilibrium processes occurring during ns-ps time-

scales leading to melt. An example of simulated shock-induced melt results in single crystal Cu is 

presented here (figure 4.1.1), where the behavior of the [100] orientated crystal shocked to 300 

GPa and T=6000K is shown [Bringa 2004]. The material exhibits melt within nanometers of the 

shock front, corresponding to a time-scale of a few ps. A plot of the calculated scattering function 

S(q) depicted in Fig. 4.1.2 from which information about the interatomic spacing in the liquid Cu 

can be extracted from the series of maxima.  

Coupling MD results to experimental observables requires a dynamic technique capable 

of revealing transient structural information with ps-ns temporal resolution. Only recently have 

dynamic x-ray diffraction techniques managed to demonstrate such capability. Specifically, we 

have developed a novel cylindrical pinhole powder camera (CPPC) suitable for laser-based x-ray 

backlighting and shock wave generation that has successfully captured signal from polycrystalline 

and amorphous materials [Hawreliak 2007].  

The camera consists of a cylindrical detector arrangement with a point x-ray source of 

He-like " or K-" radiation produced at the entrance of the camera along the cylinder axis as 

shown in Fig. 4.1.3. Samples are interrogated by the quasi-collimated x-ray beam obtained by a 

suitable pinhole arrangement. Diffracted x-rays reach the detector, consisting of image plates 

positioned around the cylinder walls, in both transmission and reflection. Information is recorded 

in the azimuthal angle direction & and the scattering angle 2', thus making the instrument capable 

of  a variety of material property measurements under shock conditions including texture as well 

as phase transitions. Proof of principle experiments demonstrating the camera’s ability in 

measuring amorphous signals, such as those expected from shock-melted samples, have been 

successfully carried out.  Fig. 4.1.4 shows x-ray diffraction from the surrogate amorphous material 

Metglas [Ni55Fe27Co15Si1.6Al1.4], where peak positions and widths corresponding to the He-like Fe 

x-ray source were observed.  

With feasibility demonstrated, we plan to implement this diffraction geometry under 

dynamic conditions to record the melt signature from a variety of materials. Of great interest will 

be the connection of our MD simulation results in shock-melted Cu with corresponding 

experiments, although the required shock pressure of  >200 GPa may present a challenge. 

Additionally, bounding information on the melt kinetics may be provided by a simple pump-probe 

experiment where the relative timing of the x-ray source and shock wave is varied, perhaps to as 

fast as ~fs at new generation facilities such as LCLS.  Such future investigations should offer a 

glimpse into the dynamics and kinetics of ultrafast melt phenomena via a multi-faceted theoretical 
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and experimental effort coupling MD and potentially hydrocode simulations to dynamic 

diffraction techniques such as the CPPC described above. 

 

4.2 Damage: In Situ Void Nucleation and Growth 

The non-equilibrium nucleation of phase transformations and submicron porosity behind 

the shock wave result in a microscopically heterogeneous material. When release waves interact, 

the metal may be driven into tension leading to the nucleation and growth of voids from these 

heterogeneities. Small angle x-ray scattering (SAXS), which arises due to scattering from electron 

density fluctuations, is particularly sensitive to the abrupt change in electron density 

accompanying voids and thus is a powerful tool to follow the evolution of this process during 

shock compression.  We discuss here our effort aimed at conducting real-time, in situ void studies 

during the shock release process. 

As mentioned earlier, shock wave loading is accompanied by considerable defect 

production during both the compression and unloading portions of the process. Defects and other 

microstructure (e.g. grain boundaries, second phase regions) may act as nucleation sites for the 

formation of voids. These voids can grow and coalesce under tension, resulting in material failure 

as exemplified in the micrograph of a shock recovered sample shown in Fig. 4.2.1.  The time to 

failure can be fast from ~sub-ns to ~µs, depending upon the drive conditions in the experiment. 

The entirety of this process is termed spall.  

Most experimental observations of the spall process have been generated using two 

methods: velocimetry and recovery. These types of measurements, while valuable, are inherently 

limited.  Velocimetry measurements are continuum measurements that cannot identify or provide 

direct insight into the underlying processes.  Similarly, shock recovered samples [Gray, 1993] 

have proven essential in identifying microscopic flaws and residual void distributions, but they are 

limited by the difficulty of or uncertainty in arresting the damage evolution during high strain-rate 

dynamic loading. In situ, temporally resolved studies offer the opportunity to potentially answer 

key questions in the nucleation, early void growth and final void linkage regimes. 

The SAXS technique is well-established and has been applied to problems ranging from 

biology to materials science.  In its simplest form, the SAXS scattered intensity is the square of the 

Fourier Transform of the scattering length density [Roe 2000, Glatter 1982]. In the dilute 

approximation, scattering is only a function of the form factor, or size and shape of the particles or 

voids [SAXS comment].  Although a given electron density distribution gives a unique scattering 

intensity profile, the inversion is not unique and requires model assumptions about microstructure.   

To make our initial assessment, we performed SAXS experiments using incipiently 

spalled Ti samples recovered from laser shock experiments. The resulting static small-angle 

scattering data is shown in Fig. 4.2.2 [APS comment, Ilavsky 2002, Ilavsky 2004].  The maximum 

entropy method, implemented in the “Irena” package for SAXS data analysis, was used to 

determine scatterer size distributions [Ilavsky 2005]. For this study, the voids were modeled using 

a form factor for spheres, and a maximum entropy algorithm was employed to calculate size 

distributions of the voids [Ilavsky 2005]. This iterative, linear inversion method, which does not 
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require an a priori guess as to the shape of the distribution, converges to a unique distribution of 

sizes for a given form factor by maximizing the configurational entropy subject to fitting the 

measured scattering profile [Ilavsky 2005, Potton 1988a, Potton 1998b]]. 

We believe that time dependent SAXS is an ideal technique to quantify the nucleation 

and growth of sub-micron voids under shock compression. To make our initial assessment, we 

performed SAXS experiments at the Advanced Photon Source (APS), whose single bunch mode 

capability allows the isolation of signal from only one bunch for time dependent x-ray 

experiments.  To further increase the x-ray fluence, the APS beamline was operated with a ~ 4% 

energy spread around the characteristic energy, which increases the fluence by a factor of 10 yet 

does significantly degrade our desired angular resolution. 

To demonstrate the ability to perform dynamic SAXS measurements, we used the unique 

time-resolved SAXS detector built by Dr. Jan Hessler at APS [De Lurgio 2005]. Small angle 

scattering signals were acquired through the use of a specialized solid state CCD that has ring 

shaped pixels that assume circumferential symmetry of the scattering signals but markedly 

increase the collected signal. The detector can record a single 120 ps x-ray pulse with a temporal 

resolution of 300 ns, which is sufficient to gate against subsequent x-ray pulses.  We show data in 

Fig. 4.2.3 from a single pulse measurement of a Ti foil to demonstrate that time resolved SAXS 

measurements are feasible.   

In Fig. 4.2.4, we show an MD simulation of spall fracture in dynamically compressed 

single crystal copper loaded to ~90 GPa in 60 ps and then released and along with its 

corresponding calculated SAXS signal.  During the loading process, stacking faults and 

dislocations are formed to relieve the flow stress. MD simulations can identify the primary 

mechanisms for nucleation, growth and coalescence of voids, and determine Burgers vectors and 

habit planes of the dislocations observed. Such results can be parametrized and transitioned to 

higher-level statistical models such as dislocation dynamics or level-set coalescence calculations. 

Simulating the x-ray scattering using a Fourier transform of the MD simulation output shows the 

resolution required to measure the voids at this early stage of material failure.   

Our combined experiment and simulation studies strongly indicate that single shot SAXS 

has the ability to provide relevant and valuable void formation data in dynamically loaded metals.  

With the goal of developing this in situ approach, we have demonstrated several key intermediate 

steps. We have shown, through shock-recovered measurements, that SAXS can provide valuable 

information about size distribution of microvoids.  We have established that time resolved 

measurements at a third generation x-ray source, such as the APS, can potentially enable such 

measurements under shock conditions.  These static data are showing direct evidence of structure 

in shock recovered samples at length scales less that 1 µm.  In parallel, we have simulated the 

growth of voids during spallation by using large scale MD simulations and then calculating the 

experimental observables.  Being able to quantify the temporal evolution of these voids under 

shock conditions by using both experiment and simulation would be exceedingly valuable in 

ultimately understanding the processes controlling void phenomenology.   
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Conclusion 

This ongoing work couples together large-scale simulations that model the response of 

materials at the atomistic level to state-of-the-art experiments in order to address the multi-scale 

problem of building predictive models of material response under highly dynamic environments.  

Applying these capabilities to the shock process, we have investigated and obtained interesting 

insight into the 1D to 3D transition and the generation and motion of dislocations.  While laser-

based experiment and simulation agree very well for iron, the discrepant results of short timescale 

laser-based experiments and long timescale gas gun experiments have raised intriguing questions 

as to the processes that affect the kinetics of the plastic response.  Using in-situ x-ray diffraction, 

we have studied the shock-induced high pressure phase of iron and found both the pathway and 

structure to be in good agreement with MD simulations. In addition, we are developing techniques 

that can be used both to diagnose material melting under dynamic loading and that can be used to 

address polycrystalline solids where grain boundaries and the interaction of differently oriented 

crystallites introduce fascinating and complicated phenomena.  And finally, we are investigating 

void formation and material failure during the dynamic tensile stress conditions often generated 

under shock release. These efforts are poised to provide a more complete picture of the shock 

response of crystalline materials than has been previously possible. 
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Figure 1.1:   A schematic diagram of a shocked crystalline solid, linking microstructural processes 

to the bulk behavior measured through conventional velocimetry. Material properties are typically 

inferred from the change in velocity at the surface of a target sample (top panel). The 

rearrangement of the atoms as the lattice relaxes plastically or undergoes a phase-transition alters 

the response of the material causing a change in surface velocity (bottom panel). While a change in 

slope indicates a change in material response, it does not provide any information on the 

microscopic lattice details.  
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Figure 2.1:  A schematic diagram of the laser-based in situ x-ray diffraction technique for shock-

loaded single-crystal solids. A pulsed beam is used to generate ablative pressure on a surface of a 

sample. As the shock propagates, another beam irradiates a metal foil whose pulsed K-shell x-rays 

are used to probe the crystal. By setting the relative timing of the pump-probe experiment, it is 

possible to record both shocked and unshocked signal.  Due to the geometry of the instrument, the 

diffraction from the lattice planes generate arcs whose curvature and position give insight into 

plane spacings and orientations. 
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Figure 3.1.1: Contrast in the dislocation behaviors between the 0ps and 50ps ramp compressions 

in single-crystal copper.  a) Shows a real space plot of the dislocation of atoms for a 0 ps rise time 

compression, 100 ps after the start of the shock.  Dislocation activity appears to be fairly uniform 

and continuous throughout. b) A similar plot for the 50 ps rise time case with two distinguishable 

regions of dislocation activity, a multiplication and homogenous nucleation regimes with a 

transition region of mixed mechanisms.  c) Dislocation density for both simulations.  In both cases, 

the copper crystal included pre-existing dislocation sources located by the arrows.  Marked 

differences in !d occur in the vicinity of the initial dislocation sources.  Peak particle speed is 0.75 

km/s. 
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Figure 3.1.2: Plastic response of the 0ps and 50ps ramp compressions in single-crystal copper. a) 

Shear stress relaxation under loading conditions of 0 and 50 ps rise time.  b) The corresponding 

lattice compression from simulated X-ray diffraction for lattice planes whose normals are parallel 

and orthogonal to the shock direction.  The shock front is located at z= 0. The black vertical line is 

at the limit of previous simulations while the horizontal shows the hydrostatic limit of relaxation. 

The 'jitter' of the curve corresponds to the magnitude of the error in our simulations and the 

dependence on local structure. 
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Figure 3.1.3: Using simulated x-ray diffraction, we estimate the stacking fault density and lattice 

compression with the same tools used to analyze experimental data.  The agreement of these 

estimates with those determined from the MD simulations using other approaches serves to 

validate our tools.  These results show that the loading close to the shock front is initially elastic, 

followed by a rapid formation of dislocations that eventually relieve the shear stress.  Fluctuations 

are primarily due to statistical variations throughout the simulated sample. Directions X and Y are 

orthogonal and Z is parallel to the shock direction. 
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Figure 3.1.4: Simulated x-ray diffraction patterns from iron MD simulations performed in Kadau 

et al. 2002.  The pressure corresponds to 15 GPa, 19.6 GPa, 28.8 GPa and 52.9 GPa for A, B, C 

and D, respectively. The discrete points correspond to different lattice planes.  Uniaxial 

compression causes expansion along the [001] axis, while lattice relaxation results in expansion 

along the [110] axis. For these simulations, we do not see any change in lateral compression.  At 

the "#$ transition, we see a doubling of the lattice, indicated by the appearance of the circled 

points.  The k space units at 2/ao, where ao is the lattice constant of the BCC unit cell. 
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Figure 3.1.5: X-ray diffraction data from a vapor-deposited, single-crystal foil of iron shock-

compressed to 11 GPa. In contrast to melt-grown single crystals, these vapor-deposited samples 

exhibited lattice relaxation after the shock that was faster than the nanosecond timescale of the 

measurements These experiments show that the initial defected state of the sample can strongly 

affect the lattice kinetics. 
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Figure 3.2.1: Schematic diagram showing the transformation from BCC to HCP following the 

compression transition  mechanism. The (110)BCC and (0002)HCP planes are in the plane of the 

paper. The blue and red circles denote atoms in the page and above the page, respectively.  Arrows 

denote the direction of motion of the atoms. a) Defines the coordinate system in terms of the BCC 

lattice and has arrows showing the expansion/compression and dashed lines indicating the location 

of the 

! 

1 12( ) BCC planes. b) Defines the coordinate system for the HCP with arrows showing the 

shuffle of atoms with the 

! 

11 00( )HCP planes labeled which are equivalent to 

! 

1 
2

1
21( )BCC. 
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Figure 3.2.2: Transformation from BCC to HCP following the slip/shear  mechanism.   a) 

Schematic diagram showing the formation of hexagons in the (110)BCC plane. The blue and red 

circles denote atoms in the page and above the page, respectively.  The 

! 

1 11 ( ) BCC shear plane, the 

! 

11 2 [ ] BCC direction, and the 

! 

11 2 [ ] BCC direction are labeled. The solid arrows denote the direction 

of the atomic motion due to the shear/compression. The dashed arrows represent the effective 

overall movement of the atoms when the crystal structure undergoes period doubling. b) Rotation 

of the HCP unit cell, ', and required compression along 

! 

11 2 [ ] BCC to form the hexagon in the 

initial step as functions of the initial elastic compression, g, where g=1 for hydrostatic conditions.  
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Figure 3.2.3: This figure schematically shows the method used in calculating the expected 

diffraction.  The atomic positions from a select portion or entire MD simulation are Fourier 

transformed into reciprocal lattice space. The high intensity peaks represent diffraction planes in 

the crystal structure. The units are based on the inverse of the original cubic BCC cell. Three 

points are labeled with the plane indices. One point contains three labels to show that there is a 

BCC component and 2 degenerate HCP components.  A dashed hexagon shows that the reciprocal 

lattice points are approaching a hexagonal symmetry. The dotted circle gives the limits that can be 

experimentally probed using 0.185 nm K-shell radiation from iron. 
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Figure 3.2.4: An expanded view of the (002)BCC /  

! 

(21 1 0) HCP diffraction peak in reciprocal space. 

The broadening of the spot associated with the HCP phase is not consistent with a rotation 

between the HCP and BCC lattice orientation required by the slip/shear mechanism. 
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Figure 3.2.5: In situ diffraction data from melt-grown, single-crystal iron shocked along the [100] 

direction. In a single pulse measurement, we obtain signal from many compressed and static 

planes, which are labeled with their corresponding Miller indices.  Some features are identified 

with more than one label due to degeneracy of planes. The static BCC and HCP lattice lines are 

denoted by the blue, green, and red lines, respectively.  (a) 5 GPa below the transition.  The lattice 

in these samples shows no plastic relaxation below the transition.  (b) 28 GPa above the transition. 
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Figure 3.2.6: Lineouts from experimental data showing the compression of the (002)BCC lattice 

plane fitted by various degrees of rotation between the HCP and BCC lattices. We observe that the 

width of the fitted line exceeds that of the experimental lineout beyond 2o . The vertical arrows 

denote the center position of each diffraction line. 
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Figure 4.1.1: Snapshot of MD simulation of Cu shocked to 300 GPa along the [100] direction. 

The blue region corresponds to the piston region constrained to move at a fixed speed of 3 km/sec.  

The yellow is the pristine unshocked copper atoms, and the orange (color scaled by the centro-

symmetry parameter) shows the region where the periodic lattice has melted into a liquid. 
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Figure 4.1.2: Simulated x-ray scattering from the molten region of the MD simulation, showing 

broad features associated with amorphous systems.  These features give insight into the 

correlations in the high pressure fluid. 
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Figure 4.1.3: Cross sectional view of the cylindrical pinhole powder camera designed for dynamic 

x-ray diffraction studies of polycrystalline and amorphous materials [Hawreliak 2007]. The 

cylindrical design can record diffraction rings from angles as low as 2'= 30o to as high as 150o . 

The design uses a laser produced plasma as an x-ray source and an ablative laser drive to shock 

compress the sample. 
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Figure 4.1.4: Nanosecond single-shot amorphous diffraction from uncompressed metallic glass. 

The signal-to-noise of the instrument suggests it should be possible to experimentally measure the 

amorphous features of a fluid system under dynamic compression. 
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Figure 4.2.1: Micrograph of voids in shock-recovered, incipiently spalled aluminum. During 

passage of the release wave, these voids grow and may coalesce, resulting in failure. 
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Figure 4.2.2: Static SAXS measurements of recovered titanium and analysis of data. a) SAXS 

data of recovered laser shocked and unshocked Ti samples. b) Void distribution assuming 

spherical voids calculated using maximum entropy algorithm. 
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Figure 4.2.3: Comparison of SAXS spectra collected on an unshocked Ti foil in a single 100 ps 

shot with a sum of 1000 shots. 
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Figure 4.2.4: A plot of the simulated SAXS from MD simulations with voids being generated in 

single crystal copper released after being dynamically loaded to ~90 GPa. The scattering is shown 

13 ps and 21 ps after the pressure has been relieved. At top are real space images of the MD 

simulation showing the void morphology. The atom color is scaled by central symmetry parameter 

to accentuate the defects and voids. 

 




